Auvailable online at http://www.ssstj.sci.ssru.ac.th

Suan Sunandha Science and Technology Journal
©2016 Faculty of Science and Technology, Suan Sunandha Rajabhat University

An Extended Mixture Inverse Gaussian Distribution
Chookait Pudprommarat”

Faculty of Science and Technology, Suan Sunandha Rajabhat University
U-thong Nok Road, Dusit, Bangkok 10300, Thailand

Corresponding author E-mail: *chookait.pu@ssru.ac.th

Abstract: This paper proposes an extend mixture inverse Gaussian (EMIG) distribution which is mixed between
the inverse Gaussian distribution and the length biased inverse Gaussian (LBIG) distribution. The Birnbaum-
Saunders (BS) distribution and LBIG distribution are presented as special cases of the EMIG distribution. The
properties of this distribution are discussed which include the shapes of the probability density functions,
distribution functions survival functions and hazard rate functions, mean and variance. The EMIG has two
parameters and it is shown that maximum likelihood estimation (MLE) can be obtained by solving equation. An
application of the model to a real data set is analyzed using the new distribution, which shows that the EMIG
distribution can be used quite effectively in analyzing real data by using Akaike’s information criterion (AIC)
statistics and goodness of fit tests.
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1. Introduction

The inverse Gaussian (IG) distribution is a
continuous non-negative random variable which is a
right skewed distribution and it plays an important
role in reliability analysis. Jorgensen et al. (1991),
Gupta and Akman (1995), and Henze et al. (2002)
studied the IG distribution.

Let X; ~1G(a,b), i.e. X; has a IG distribution
with the parameters & > 0 , b > 0 and its
probability density function (pdf) and distribution
function are given by
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where @ () is the distribution function of the
standard normal distribution.

The length biased inverse Gaussian (LBIG)
distribution is a weighted distribution by mean of IG
distribution which has received considerable
attention due to its various applications in different
biomedical areas, such as family history of diseases,
early detection of diseases, latency periods of AIDS
etc. (Akman and Gupta, 1992; Gupta and
Akman,1995). The LBIG distribution was studied
by Jorgensen et al. (1991), Akman and Gupta (1992)
and Gupta and Akman (1995).

Let X, ~LBIG(a,b), then X, has a LBIG
distribution with the parameters & >0, b > 0 and
its pdf and distribution function are given as follows
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f,, (x;a.b)= b«/%z(i}m exp[;(\/’ga\/zﬂ,
sz(xz;a,b):Q[\/%—aﬁ]—exp(za)q{—[\/E+aJED.

The mixture inverse Gaussian (MIG) distribution,
also known as the weighted inverse Gaussian
distribution or the three-parameters generalized
inverse Gaussian distribution or, which is mixed
between the IG distribution and the LBIG
distribution which was studied by Jorgensen et al.
(1991), and Gupta and Akman, (1995).

Let X~MIG(a,b, p), then X has a MIG
distribution with the parameters @ >0, b >0 and
0 < p <1, which pdf is given by
fy (x;.a,b, p) = pfy (xa,b)+(1-p) fy (x;a,b),
where X is random variable of I1G distribution and
X2 is random variable of LBIG distribution
Then, the pdf of MIG can be written in the form:

- (2] )
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xexp{—;(\/z—a\/sjz}, x>0,
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where @a>0, b >0and 0< p<1.

For MIG distribution has several interesting
special cases. In particular, the MIG (a,b, p)
distribution becomes the LBIG distribution when
p=0, the IG distribution when p=1 and
Birnbaum-Saunders (BS) distribution (Gupta, 2011)
when p =0.5. Although, the MIG distribution has
many desirable properties in applications, parameter
estimation may still have problems which have
mentioned that finding the efficient initial guesses
and solving the non-linear equations simultaneously
are non-trivial issues (Jorgensen et al.,1991; Gupta
and Akman,1995). Therefore, in order to solve such
problems, a new weight parameter p is considered.
We propose an extended mixture inverse Gaussian
distribution which is obtained by adding a new
weight parameter P to the mixture inverse
Gaussian distribution.

In this paper, we present an extended mixture
inverse Gaussian (EMIG) distribution. Several
properties of the new distribution including the
probability density functions, distribution functions,
survival functions, hazard rate functions, cumulants
and moments are provided. In addition, we use
maximum likelihood estimation for parameter
estimation and present the comparison analysis
between the extended mixture inverse Gaussian
distributions based on a real data set using Akaike’s
Information Criterion (AIC) statistics and goodness
of fit tests.

2. Material and Methods

In this part, we introduce the definition of the an

extended mixture inverse Gaussian distribution
denoted by X [1 EMIG(a,b) . We begin with a
general definition of the EMIG distribution which
will consequently reveal its probability density
function.
Definition 1. Let X; and X be independent random
variables such that X1 IG(a,b) and X2
0 LBIG(a,b). Then the new random variable X is
said to have an EMIG distribution with parameter
a >0and b> 0if the pdf of X is defined by

a 1
f, (xa,b) :(a+1} fu (X; a,b)+(a+1j fy, (x;a,b).
Theorem 1. Let X be arandom variable of the EMIG

distribution with parameters @ and b. The pdf of
X is given by

f(x):m{az (372{37/2}

xex{_;wg f” <0

where a>0and b >0.
Proof: From Definition 1, the pdf of the EMIG
distribution can be obtained by
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Corollary 1. If a=0then EMIG distribution
reduces to LBIG distribution with parameter a = 0
and b> 0 with pdf given by

(=2 Jool 2]

Corollary 2. If a=1then EMIG distribution
reduces to BS distribution with parameter & =1 and

b>0 with pdf given by

g2 o 4 -

Some parameters of the EMIG distribution and their
probability density functions are provided in Figure 1.

o

POV

:

1xp
4 08

L — T L —
0 2 4 6 B 10 12 14 16 18 20

W
EREERY

T
0 2 4 3 8 10

X
(01

Figure 1. The probability density functions of the
EMIG distribution for some values of parameters (a)
a=2and (b) b=05.



Available online at http://www.ssstj.sci.ssru.ac.th

Vol.03.No.1

Suan Sunandha Science and Technology Journal
©2016 Faculty of Science and Technology, Suan Sunandha Rajabhat University

Theorem 2. Let X be a random variable of the
EMIG distribution with parameters @ and b. The
distribution function of X is given by

@=of\s-of; {5
Xexp(Za){l—q{ﬁﬁJEm,bo

where @ () is the distribution function of the
standard normal distribution.

Proof: Let X isa continuous non-negative random
variable, then the distribution function of X is
given by

F(x)= ] f(t)dt

If the distribution function of X is EMIG
distribution, which is expressed by

F00=taloim (t) { [\F* \D }d‘
Sl () oo e

Using the distribution function of IG and LBIG
distributions, then distribution function of EMIG
becomes
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The distribution functions of the EMIG with some
parameter values are shown in Figure 2.
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Figure 2. Distribution functions of EMIG for some
values of parameters: (a) a=2and (b) b=0.5.

Theorem 3. Let X be a random variable of the
EMIG distribution with parameters @ and b. The
survival function of X is given by

S(=1- q’[\/j_ \/7] =
xexp(Za)[l—cb[\/gm\/gH}

Proof: Let X is a continuous random variable with
distribution function F(X) on the interval [0,0)
then the survival function is defined by

S(x):j f(t)dt :1_|:(X)_From the distribution

function of EMIG in Theorem 2, then the survival
function of X is given by
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Theorem 4. Let X be a random variable of the
EMIG distribution with parameters @ and b . The
hazard rate function of X can be written as
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Proof: Let X is an continuous non-negative
random variable with the probability density
function and survival function then the hazard rate
function can be defined as

f(x)

h =,

(%) 500

By using f (X) in Theorem1and S (X) in
Theorem 3, we have
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Some Survival functions and hazard rate functions
plots of the EMIG distribution with some parameter
values are displayed in Figure 3 and Figure 4
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Figure 3. Survival functions of the EMIG
distribution for some values of parameters: @
a=2and (b) b=0.5.
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Figure 4. Hazard rate functions of the EMIG
distribution for some values of parameters:
(@ a=2and (b) b=0.5.

3. Results
3.1 Theoretical results
3.1.1 Statistical Properties of the EMIG

The characteristic function, cumulants, moments,
mean and variance of EMIG distribution are studied
in this section.

Theorem 5. Let X be a random variable of the
EMIG distribution with parameters & and b . The
characteristic function of X can be written in the
form

exp[ ( —\/l—2bti)} 1+a1—2bti
(= [ 2t J

Proof: The characteristic function of a random
variable X is defined by

oy ()= E(e“*).
The distribution of X is a EMIG distribution, the
characteristic function takes the form

P (1) = Iexp(ux)( 1)b\/_{ Z(b)3/2+(l))(j1/2}

] 3
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From the Table of integrals, series, and products by
Gradshteyn and Ryzhik 2007, pp.369), the formulas
are taken from the following form:

Tynu2 _ox—a/ —(-1)" zan ) ’
Jo(-pn-atgp(4 [ 2 oo(-2/p)

where Re p>0,Req>0.
The characteristic function can become

a’v’?exp(a) [2x _
t)=—F==-.| —av1-2bt
7= a2z Vaw exp( 2201

exp(a) 2br -
+\/5(a+1)\/g 120 exp(—a\/1—2bt|)
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Theorem 6. Let X be a random variable of the
EMIG distribution with parameters a andb . The
cumulant generating function of X can be given by

K (t)=log “;1+(1_§b+til)_m}Xp{a(l—(l—thi)“z)}}.

Proof: The cumulant generating function of a
random variable X is defined as

Ky (t)=log g, ()

exp[a(l_m)}(HaMJ}

K, (t)=lo
«(0) g{ J1-2bii a+1

=log {Ll;j) ‘\}1__2%} exp[a(l— m)}}

a+l a+l

o 2 )

Recall that a Maclaurin series, is defined as
© £(n)

ZLX"_ For n =4, we have

n=0 n!

(4)
X+ X+ X +f (0)x4+0(x5).
1 2! 3! 41

Thus, the Maclaurin series of (1—X)71/2 and

(1—X)1/2 , for |X|<1, can be written in the
following form;

(1—X)71/2 :1+}X+ﬁxz+ 1x3x5 N 1x3x5%7 X4+O(X5),
2 2x4 2x4x6 2x4x6x8

(1_ X)uz :l—lx—ﬁxz _ 1x1x3 @ 1x1x3x5 X4—O(X5).
2 2x4 2x4x6 2x4x6x8

Next, we consider (1—2bti)71/2 and (1- 2bti)1/2 in

term of (1—X)_l/2 and (1—X)l/2 respectively,

then the cumulant generating function of X
becomes

a 1 1,0 .. 1x3,. ..
[ t)=log| —— +——| 1+ =(2bt 2bt
290 (1) Og{a+1+a+1(+2( I)+2><4( )
+1X3X5(2bti)3+1X3X5X7(2bti)4+---ﬂ
2x4x6 2x4x6x8
T Ikl
+a|1-| 1-=(2bti)———(2bti
e[
D3 gptiyf - DB o —j
2x4x6 2x4%x6x8

1 N 3,2 5, .3 35, .4
~Iog{lJrEHl((btl)+2(bt|) +§(th) +§(bt|) ﬂ
N 1,2 1, .3 5, ..
+a[(btl)+§(bt|) +§(th) +§(th) }
and using the expansion

2 3 4 ]
log(1+ x)=1+x—X?+X§—XZ+O(X5),We obtain

log g, (1)
~ [1+$((bti)+%(bti)2 +3 (bti)’ +%(bti)4]
—%(ﬁf ((bti)z +3(bti)° +27?(bti)4j

+%(i)3((bti)3 +g(bti)4j—%($y ((bti)* +)}

+a[(bti)+%(bti)2 + 3 (bti)’ +g(bti)4}

zl{[alﬂjm}(bﬂ){g(ejﬂj;(;ﬂjﬁ;a}(bﬂ)z
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From K (t)=logg, (t i I;nl ( m+1)y

n=1

the first four cumulants are given as follows:

K, = 445344'—- 1 2 +a t)z,
a+l (a+1)

Ky = 5 9 5+ 2 s +3a |b®,
a+l (a+1) (a+1)

W= ﬁ_ 87 =+ 36 - 4+158. b4l and
a+l (a+l) (a+l) (a+l)

the raw moments are related to the cumulants by the
following formula:

E(X)=x,
E(X?) =x, +x&7,

E(X®) = &, +3K,K, + &,

E(X*) =k, +4i,k, +3K7 + 6K,k + K, .
Substituting the cumulants in the equation above, we
can find mean and variance are given by

E(x)z(ailm}b,

1
Var(X)=x, = i——2+a b?.
a+l (a+1)
Some mean and variance plots of the EMIG
distribution with some parameter values are
displayed in Figure 5.

Mean

Variance

Figure 5. Mean and Variance of the EMIG
distribution for difference values of (a,b).

3.1.2 Parameters estimation

The estimation of parameters for the extended
mixture inverse Gaussian distribution via the
Maximum Likelihood Estimation (MLE)
procedure.The likelihood function of the distribution
with parameters @ and b is given by

o il )]

{24

The log-likelihood function can be written as

((a,b)=logL(a,b)

=-nlog(ab+ b)—ﬂlog(Zﬁ)+ na

1
ek Zf

i-1 i1 X

@m{a{zf“{:ﬂ
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By taking first partial derivatives of the log-
likelihood function each with respectto @ and b,
we obtain the equations;

0 nb 1 < 2ab
(a,b) n ab E + E

5 )
o X fTahbh+x

n(a+1)
" (2P)= (ab+b) 2b 2b2 Z
_7,21“x 21: b+x

The MLE solutions of &, b can be obtained by
equating the above equations to zero and solving the
resulting equations simultaneously using a
numerical procedure with the Newton-Raphson
method in R (R Development Core Team, 2015).

3.2 Numerical Result

In this section, the EMIG distribution is applied on
real data set which is taken from Gupta and Kundu
(2009) which represent final examination marks in
mathematics of the slow pace students in 2003, The
data are given in Table 1.

Table 1. The final examination marks in

mathematics of the slow pace students in 2003.
29 25 50 15 13 27 15 18
7 7 8 19 12 18 5 21
15 86 21 15 8 21 15 14
70 44 6 23 58 19 50 23
11 6 34 18 28 34 12 37
4 60 20 23 40 65 19 31

For this data, we have that mean=25.89 and
variance= 345. We have fitted the EMIG, MIG, IG,
LBIG and BS distributions to this data set by using
maximum likelihood estimation. We obtain the
estimates parameters and AIC statistics for all

distributions are shown in Table 2. Next, we
compute Anderson-Daring (AD) test for goodness of
fit distribution to these data which are shown in
Table 3.

Table 2. MLE of the model parameters for the marks
data set.

Estimate
Distribution parameters AlIC
a b p
EMIG 1.73 12.34 - 388.74
MIG 5,61 12.03 0.74 918.49
IG 5.60 12.08 - 916.50
LBIG 154 10.20 - 396.31
BS 5.84 10.67 - 916.11
Estimate
Distribution parameters AIC
a b p
EMIG 1.73 12.34 - 388.74
MIG 5.61 12.03 0.74 918.49
IG 5.60 12.08 - 916.50
LBIG 1.54 10.20 396.31
BS 5.84 10.67 - 916.11

Table 3. Goodness of fit test for the marks data set
by using Anderson-Darling test

. AD test
Distribution Statistic P-value
EMIG 0.3215 0.9208
MIG 0.1633 0.0107
IG 0.3529 0.8935
LBIG 0.3154 0.9109
BS 0.3279 0.9156

The P-value of Anderson-Darling test is shown
that the EMIG distribution performs better than
MIG, IG, LBIG and BS distributions and the value
of AIC statistic is shown that the EMIG distribution
is the best fit for this data. The fitted probability
density functions and the observed histograms are
given in Figure 6.
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Figure 6. Histogram of the marks data.

4. Conclusion

In this paper, we have presented the EMIG
distribution which is given by adding a new weight
parameter to the MIG distribution. The BS and
LBIG distribution are some special case of EMIG.
We mainly studied the statistical properties of EMIG
distribution such as pdf, density function, survival
function, hazard rate function, cumulants, the first
four moments, mean and variance. We discuss the
estimation of the parameters by maximum
likelihood. Finally, we compare the fit of the EMIG
distribution with MIG, 1G, LBIG and the BS
distributions by using marks data. The AIC statistics
indicates that the EMIG is best fit for real data.
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